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a b s t r a c t

Assessment of accuracy of analytical methods is a fundamental stage in method validation. The use of
validation standards enables the assessment of both trueness and precision of analytical methods at the
same time. Procedures of intra-laboratory testing of method accuracy using validation standards are
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outlined and discussed.
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. Introduction

The accuracy of an analytical method is a primarily role for val-
dation purposes [1–6]. In a former article [7] the assessment of

ethod accuracy from recovery assays based on spiked matrices
nd spiked samples was revised. However in the mentioned paper,
ccuracy was considered in the perspective of a systematic com-
onent of the error, today superseded by the term ‘trueness’. In his
odern sense, accuracy is a performance characteristic that refers

o the total error (systematic and random errors) and comprises two
omponents: Trueness and precision, whose quantitative expres-
ions are the ‘bias’ and the ‘standard deviation’ respectively [8,9].
hese two figures of merit can be assessed independently, but it is
ossible to assess accuracy in a holistic way according to the mea-
urement uncertainty and accuracy profiles [10–13]. In-house or
ntra-laboratory assessment of trueness and precision can be per-
ormed at a time when validation standards (VS) are available. VS
ave to be prepared in the same matrix as the expected for future
amples. Certified or internal reference materials represent the best
ay to obtain VS, but spiked samples can be considered as a suit-

ble alternative [14–16]. In the case of pharmaceutical formulations

r other manufactured products where a ‘placebo’ is available, the
ias or precision study can be carried out using spiked placebos.
ut, when the placebo is not available, selected stable samples for-
ified to a suitable level of analyte may be prepared. VS must be
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stable, homogeneous and as similar as possible to the future sam-
ples to be analyzed and they represent, at the validation stage, the
future samples that the analytical procedure will have to quantify.
Each VS have to be prepared and treated independently as a future
sample. This independence is essential for a good estimation of the
between-conditions variance in the assessment of accuracy; other
important performance characteristics are assumed to be consis-
tent with the fitness for purpose of the analytical method. Thus, it
will be supposed that the method is suitably selective and sensi-
tive and the possible matrix effects have been previously studied
and corrected at the calibration stage [5,6]. In such a case, a cor-
rected inverse prediction equation will be available to transform
the measured analytical signal coming from the sample into the
analyte concentration. Once these requirements meet, the test of
method accuracy can be carried out. The aim of the present paper is
to outline and discuss the most suitable and practical procedures for
assessing the trueness and precision of an analytical method when
VS are available, either independently or in a global way through
the measurement uncertainty and the accuracy profiles.

2. Assessment of trueness and precision from a nested
design and ANOVA calculations

According to ICH guidelines [1], precision may be considered

at three levels: repeatability, intermediate precision and repro-
ducibility. Repeatability expresses the precision evaluated under
the same experimental conditions over a short time interval. Some-
times it is termed as intra-assay or within-run precision and refers
to the “pure” random error associated with the assay measurement
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Table 1
Acceptable RSD values obtained from the Horwitz function and from the AOAC
Peer Verified Methods program according to the concentration level of analyte
(ppm = parts per millions, ppb = parts per billions).

Analyte (%) Analyte fraction Concentration unit % RSDH % RSDAOAC

100 1 100% 2 1.3
10 10−1 10% 2.8 1.8
1 10−2 1% 4 2.7
0.1 10−3 0.1% 5.7 3.7
0.01 10−4 100 ppm 8 5.3
0.001 10−5 10 ppm 11.3 7.3
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rocess. Intermediate precision applies to within-laboratory varia-
ions: different days, different analysts, different equipment and so
orth. Intermediate precision is sometimes called between-run or
nter-assay precision. But as Peters and Maurer pointed out [17],
tricto senso, intermediate precision is the total precision under
aried conditions that it is expected within laboratory in a future
ssay, whereas so called inter-assay, between-run or between-day
recision only measure the precision components caused by the
espective factors. Nevertheless, if a between-day precision study
s performed by spacing out the measurement days in such a way
hat other items (analysts, equipment, stock solutions, glassware,
tc.) really changed, then this precision measurement could be
onsidered as a truly intermediate precision estimation. Repro-
ucibility, in its turn, expresses the between-laboratories precision

ike in collaborative studies. Reproducibility only has to be stud-
ed, if a method is supposed to be used in different laboratories.
nfortunately, some authors use the term “reproducibility” for

ntra-laboratory precision studies at the level of intermediate preci-
ion [18]. On the other hand, the trueness of an analytical procedure
xpresses the closeness of agreement between the mean value
btained from a series of measurements and the value which is
ccepted either a conventional value or an accepted reference value
ike VS. Trueness can be expressed in terms of recovery or abso-
ute or relative bias [11]. Both trueness and intermediate precision
tudies can be carried out by predicting the actual concentrations
f a series of VS selected. Following the golden rules of method
alidation [19], the analytical procedure should be validated sep-
rately for each kind of matrix considered as a whole (including
ample treatments prior to analysis) and covering the full range
f analyte concentrations. Accordingly it is advisable to perform
he accuracy study with VSs at least for three concentration levels

(low, medium and high) covering the dynamic working range
reviously established in the calibration stage, with a number of n
eplicates at each concentration. The ICH Q2(R1) document [1] rec-
mmends three replicates and the FDA document [2] consider five
eplications. Accordingly, 3–5 replications are advisable. Calcula-
ions of intermediate precision and bias have to be carried out on
esults instead of analytical responses. Considering the different p
ays as the main source of variation for the intermediate precision
tudy, a one-way analysis of variance (ANOVA) can be performed
or each VS. Thus, for each concentration level m, the predicted con-
entration of the VS (by using the suitable calibration curve) will be
ij with two indices: i (from 1 to p) corresponding to the different
ays and j (from 1 to n) accounting for the replications. From the
NOVA the estimations of within-days variance (S2

W ) and between-
ays variance (S2

B) are obtained [5,20,21]. The within-days variance
s also known as repeatability variance (S2

r ) and is given by

2
r = S2

W =
∑p

i=1

∑n
j=1(xij − x̄i)

2

p(n − 1)
(1)

ith

¯ i =
∑n

j=1xij

n

The between-days variance is calculated from

2
B =

∑p
i=1(x̄i − ¯̄x)

2

p − 1
− S2

r

n
(2)
ith

¯̄ =
∑p

i=1

∑n
j=1xij

pn
0.0001 10 1 ppm 16 11
0.00001 10−7 100 ppb 22.6 15
0.000001 10−8 10 ppb 32 21
0.0000001 10−9 1 ppb 45.3 30

The intermediate precision variance (S2
IP) can be estimated

according to [5]:

S2
IP = S2

r + S2
B (3)

From this value, the corresponding relative value, RSDIP is com-
puted and can be compared with the expected values issued from
the Horwitz equation and the “Horrat” parameter [22,23]. Horwitz
[24] found an expression for predicting the expected value of the
relative standard deviation for inter-laboratory trials according to:

%RSDH = 2(1−0.5 log C) (4)

where C is the analyte concentration expressed in decimal fraction.
The RSDH value is a primary criterion for evaluating reproducibility
precision [25]. Intermediate precision predicted RSD is approxi-
mately one-half to two-thirds the RSDH Horwitz value [26,27]. The
“Horrat” value is often used as a benchmark for the performance
of analytical methods, which is defined as the ratio of the actual
relative standard deviation RSD calculated from the analytical data
to the predicted Horwitz value:

Horrat = RSD

RSDH
(5)

In our case, for evaluating the intermediate precision we take
RSD = RSDIP in Eq. (5). The acceptable Horrat value for intermediate
precision studies should not be higher than 1.3 [26].

Aside from Horwitz’s parameters, values of RSD according to the
AOAC Peer verified Methods Program [28] can be also considered.
Both Horwitz and AOAC acceptable RSD values as a function of ana-
lyte concentration are presented in Table 1. As a quick rule, our
RSDIP result should be compared with one-half the corresponding
RSD value appearing in Table 1.

The assessment of trueness can be performed according the
same ANOVA results. Accordingly trueness can be expressed as the
bias or the recovery obtained for each VS assayed [29].

In the bias calculation, the total mean value x is taken as the
final result corresponding to the concentration of the VS, whose
estimated “true” concentration is T. Accordingly, the corresponding
total bias (ı̂) is calculated by:

ı̂ = ¯̄x − T (6)

Assuming that the “true” concentration T of the VS has a negli-
gible uncertainty, the variance of the bias can be easily calculated
from the ANOVA results [30]:

S2
ı̂

= S2( ¯̄x) = S2
IP − ((n − 1)/n)S2

r

p
(7)
We can apply the Student’s t-test for assessing the significance
of bias:

t
ı̂

= ı̂

S
ı̂

=
¯̄x − T

S
ı̂

(8)
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Table 2
Acceptable recovery percentages according to the concentration level of analyte.

Analyte (%) Analyte fraction Concentration unit Recovery range (%)

100 1 100% 98–102
10 10−1 10% 98–102
1 10−2 1% 97–103
0.1 10−3 0.1% 95–105
0.01 10−4 100 ppm 90–107
0.001 10−5 10 ppm 80–110
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0.0001 10 1 ppm 80–110
0.00001 10−7 100 ppb 80–110
0.000001 10−8 10 ppb 60–115
0.0000001 10−9 1 ppb 40–120

If t
ı̂

is less than the critical tabulated value for np − 1 degrees of
reedom at the chosen significance level, then no statistical differ-
nces have been observed between the overall mean and the “true”
alue.

But, as indicated above, the recovery term can also be used
or checking trueness and has a more intuitive meaning. The total
ecovery for VS is defined as the ratio between the observed esti-
ation of the VS concentration, ¯̄x and the “true” value T, expressed

s percentage or as fraction:

=
¯̄x
T

(9)

From Eqs. (6) and (8) we get

= 1 + ı̂

T
(10)

Thus, if the bias is negative (positive), the recovery will be lesser
higher) than 100. The variance of the recovery is easily obtained
nd related to those of bias:

2
R = S2( ¯̄x)

T2
=

S2
ı̂

T2
(11)

Once recovery is computed, we can check it for suitability by
omparison with the published acceptable recovery range as a func-
ion of the analyte concentration [28] as it is depicted in Table 2.

This later procedure is suitable for trueness and intermediate
recision assessment coming from a nested ANOVA performed
ith VS, where trueness and intermediate precision are checked

ndependently. However, it is also possible to assess the accuracy in
global way, with the use of the called accuracy profiles mentioned
bove.

. Assessment of global accuracy according to accuracy
rofiles

The concept of accuracy profile was first introduced in the
apers of Hubert et al. [31] and Boulanger et al. [32]. The Societé
rançaise des Ciences et Techniques Pharmaceutiques (SFCTP) have
sed accuracy profiles to assess the accuracy in method validation
ccording to the concept of acceptability limit [33–35]. Rozet et al.,
n his excellent paper [36] illustrate very suitably the concepts of
rueness, precision, accuracy and accuracy profiles in the sense of
FCTP.

When applying an analytical method, the analyst expects that
he difference between the measurement result X and the unknown
true’ value T of the tested sample be less than a predefined accep-
ance limit �:

� < X − T < � ⇔ |X − T | < � (12)
The acceptance limit is not arbitrary but depends on the goals of
he analytical procedure. It is the outcome of a discussion between
he analyst and the client or end-user [12] or is linked to the require-

ents usually admitted by the practice, for instance, 1–2% on bulk
82 (2010) 1995–1998 1997

materials, 5% on drug products or pharmaceutical formulations,
15% for biological samples, and so forth [36]. A valid analytical
method should provide with results X that accomplish Eq. (11) very
likely. This can be formally expressed as:

P(|X − T | < �) ≥ ˇ (13)

where ˇ is the probability of having measurements inside the
acceptance limits, e.g. 90%. If the true bias (ı) and the true pre-
cision (�) are known, and assuming a normal distribution, we can
write X − T = ı ± zˇ�, zˇ being the ˇ-quantile of the standard normal
variate. Eq. (11) can now be expressed as

−� < ı ± zˇ� < � (14)

But this is a utopia because the true performance parameters
are unknown. It is advisable to use their estimations; ı̂ for the bias

and S =
√

S2
IP + S2

ı̂
for the total precision standard deviation [8].

S =
√

S2
IP + S2

IP − ((n − 1)/n)S2
r

p
(15)

Thus the ˇ-Expectation Tolerance Interval (�ETI) can be con-
structed according to

ı̂ + kS > −�

ı̂ − kS < �
(16)

where k is the called coverage factor, that can be assimilated to
the ˇ-quantile of the standard normal variate, when a Gaussian
distribution is assumed. For each VS concentration level, the upper
and lower tolerance interval limits, expressed as percentage, are
given by

upper limit :
100(ı̂ + kS)

T

lower limit :
100(ı̂ − kS)

T

(17)

We can construct one interval for each VS. Then, the upper limits
of the intervals are connected by straightlines and the lower lim-
its too, leading to two segmented lines. The intersections between
these two segmented lines with the acceptance limit straight lines
y = � and y = −� (expressed in %) leads to upper and lower quantifi-
cation limits [5,10].

The excellent e.noval software (Arlenda, Liège, Belgium) can be
used to obtain the accuracy profiles and the validation results of
the analytical method [37]. Some authors, aside from the variance
of intermediate precision and of estimated bias, consider also the
robustness variance as a contribution to the total precision variance
[5,10,38]. Robustness tests can be considered as intra-laboratory
simulations of inter-laboratory studies, if the introduced deliber-
ated variations in the method parameters are suitably selected.
Accordingly, the robustness uncertainty can be easily obtained as
a relative deviation [16], RSDrob, and can be joined to the budget of
the total precision variance RSD.

RSD =
√

RSD2
IP + RSD2

ı̂
+ RSD2

rob
(18)

However, the robustness contribution to the total precision vari-
ance is generally disregarded by the authors and Eq. (15) is used
instead of (18).
4. Conclusion

Intra laboratory testing of method accuracy, when VS are avail-
able can be easily performed from the results of one-way ANOVA
designed experiments. Then bias and intermediate precision can be
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ested independently or in a global manner according to the con-
ept of accuracy profile and ˇ-Expectation Tolerance Interval once
he acceptance limit has been selected.
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